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Abstract 

The actual output of many binary classification algorithms is a prediction score. The score 

indicates the system's certainty that the given observation belongs to the positive class. Naive 

Bayes is among the simplest probabilistic classifiers. It often performs surprisingly well in 

many real-world applications, despite the strong assumption that all features are conditionally 

independent given the class. In the learning process of this classifier with the known structure, 

class probabilities and conditional probabilities are calculated using training data, and then 

values of these probabilities are used to classify new observations. To make the decision about 

whether the observation should be classified as positive or negative, you will interpret the score 

by picking a classification threshold (cut-off) and compare the score against it. Any 

observations with scores higher than the threshold are then predicted as the positive class and 

scores lower than the threshold are predicted as the negative class. However, AUC is 

independent of the selected threshold, you can get a sense of the prediction performance of your 

model from the AUC metric without picking a threshold  
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Introduction 

The paper considers three models for a Bayesian classifier: a Gaussian naive Bayes classifier, 

a Bayesian Gaussian mixture model, and a naive Bayes with distribution density estimation. 

Numerical experiments are carried out on a real Santander binary classification dataset taken 

from the Kaggle platform, where continuous features are discretized by applying the listed 

methods. The performance characteristics of these models are compared with a fully connected 

neural network and libraries that implement gradient boosting algorithms LightGBM , 

XGBoost and CatBoost [1]. The results demonstrate that the proposed models can improve the 

performance of the Naive Bayes classifier and compete with popular boosting algorithms. 

Experiments with Santander data. The data was used in the «Santander Customer Transaction 

Prediction» on the Kaggle platform. This competition involves determining which customers 

will make a specific transaction in the future, regardless of the transaction amount. The goal of 

the competition was to build the most efficient classifier based on an anonymized dataset 

containing numeric continuous features and a binary target column. The task was to predict the 

value of the target column in the test set. The data corresponds to 400,000 records, of which 

200,000 with unknown labels were allocated for testing and summing up the results of the 
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competition. Transaction data has a structure formalized from 200 continuous attributes var0-

var199. 

Let's apply Bayesian inference to Santander customer transaction data that has a binary target 

variable and 200 continuous factor functions. We model the target variable as an unknown 

vector Y, and the features as a matrix X. The prior probability 𝑝𝑌(𝑦)reflects knowledge before 

observation. In this problem, the quantity Y has a discrete Bernoulli distribution (only two 

classes), which can be determined by specifying a positive probability - the proportion of the 

positive class in the data. Probability 𝑓𝑋|𝑌(𝑥, 𝑦)models the distribution of an observation, taking 

into account the familiarity of class labels. Posterior probability 𝑝𝑋|𝑌(𝑦, 𝑥)is updated 

knowledge about an unknown target variable after an observation. The MAP (Maximum A 

Posteriori) estimation method selects the class with the highest posterior probability. For binary 

classification, this has the same effect as setting the threshold to 0.5 for a positive posterior 

probability. LSM (least squares method) E[Y|X] selects the mean of the posterior distribution. 

For binary classification, this is simply the positive posterior probability 𝑝𝑋|𝑌(1, 𝑥)that needs 

to be predicted. Bayes' rule for this problem is  

𝑝𝑌∣𝑋(𝑦|𝑥) =
𝑝𝑌(𝑦)𝑓𝑋∣𝑌(𝑥|𝑦)

∑  𝑛
𝑦′

 𝑝𝑌(𝑦′)𝑓𝑋∣𝑌(𝑥∣𝑦′)
     (1) 

Here Xrepresents a sequence of 200 observations X0, X1, … , X199. 

Thus, p(y = 1)is the prior probability of a positive class. And p(y = 0)it can also be easily 

calculated as 1 − p(y = 1). The problem is how to calculate the 200 other terms, that is, how 

to calculate the following: p(xi|y = 1), as well as p(xi|y = 0). There are two main ways to 

calculate this. The first way to do this is to assume that the i-th feature (xi)follows a Gaussian 

distribution, such as a normal distribution, and calculate p(xi ∣ y = 1)from the probability 

density function (PDF) of the normal distribution. 

However, when conducting exploratory analysis, it can be clearly seen that not all 200 features 

follow a Gaussian distribution. Thus, assuming a Gaussian distribution may not be the best 

choice for estimating p(xi|y). However, this model is very simple and effective - it is worth 

considering it and using the main ideas further. 

We assume that the probability distributions are normal and independent. From this we get a 

Gaussian Naive Bayes classifier (Gaussian means normal, and naive means independent): 

𝑝𝑌∣𝑋0,𝑋1…,𝑋𝑖𝑚(𝑦 ∣ 𝑥0, 𝑥1, … , 𝑥199) =
𝑝𝑌(𝑦)∏  199

𝑖=0  𝑓𝑋𝑖∣𝑌(𝑥𝑖∣𝑦)

∑  1
𝑦′=0

 𝑝𝑌(𝑦′)∏  199
𝑖=0  𝑓𝑋𝑖∣𝑌(𝑥𝑖∣𝑦

′)
  (2) 

The classifier is already implemented in the scikit-learn library [1], so we can use it right away. 

Trait distributions have different mean and standard deviation, so it is worth standardizing them 

so that they have zero mean and unit variance. In addition, some feature distributions have 

slight jaggies on the left or right. You can use a quantile transform to remove small jaggies. In 

the practice of statistical research, the concept of ROC curve is used for the quality of binary 

classification ( Receiver Operation Characteristic) [2]. The higher the monotonically increasing 

ROC curve goes, the better the classification quality. AUC Score (Area Under Curve) 

represents the area under the ROC curve, and the closer the AUC is to one, the better the 

classification score. In practice, we may skip the quantile transformation. It turns out that this 

conversion provides only a minor improvement performance (0.001 AUC on cross-validation), 

while requiring significantly more computation. When evaluating the model using the cross-
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validation method over five blocks, we obtain AUC = 0.889, while complex customized 

boosting algorithms [3] give results of about 0.902 for AUC. In practice, this is a minor 

difference.  

To implement naive Bayes with a distribution density estimate, we introduce a kernel density 

estimate to calculate the probability density of an arbitrary feature distribution. This method 

discards the assumption that all features are normally distributed. On cross-validation, we also 

get a very impressive result AUC = 0.895, which illustrates the advantage of a naive Bayes 

classifier with distribution density estimation.  

Now we will try to improve the Gaussian Naive Bayes classifier again by replacing the 

Gaussian model with a more flexible Gaussian mixture model. The posterior probability 

pY(y)will be taken as the ratio of the two classes, and the probability fXi∣Y(xi|y)will be obtained 

by fitting the data to a Gaussian mixture model. 

The Gaussian mixture model produces a mixture of normal distributions. We can use 

sklearn.mixture.GaussianMixture [1] to fit the data. It is also necessary to standardize features; 

data with different means and variances may degrade the ability to train a Gaussian mixture 

model. There are two important hyperparameters: n_components – is the number of normal 

distributions to mix, and reg_covar – is a regularization parameter. 

We will use the Gaussian mixture model to estimate the probability density function 

fXi∣Y(xi ∣ y). Since multiplying a large number of small numbers will lead to overflow, we take 

the logarithm of expression (2) and convert the products into sums: 

ln⁡ 𝑝𝑌∣𝑥0,𝑥1,…𝑥199(𝑦|𝑥0, |𝑥1, … , 𝑥199) = ln⁡ 𝑝𝑌(𝑦) + ∑  199
𝑖=0  ln⁡ 𝑓(𝑋𝑖∣𝑌)(𝑥𝑖 ∣ 𝑦) −

ln∑  1
𝑦′=0  exp⁡ (ln𝑝𝑌(𝑦

′)|∑  199
𝑖=0  ln𝑓(𝑋𝑖∣𝑌)(𝑥𝑖|𝑦))

  (3) 

To determine the probabilities, it is necessary to perform an inverse transformation in formula 

(3). Naive Bayesian Gaussian mixture shows an AUC improvement of up to 0.899 compared 

to Gaussian Naive Bayesian, although it takes a little longer to train. The advantage of this 

method is that, like the density estimation method, it is more flexible and does not require the 

data to be normally distributed. The signs are also conditionally independent. 

Whatever method researchers use, the goal is to have a model that is simple, easy to compute, 

and accurate (describes the real data very well).  
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